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* Rhythms are ubiquitous in
nature

» Sexual reproduction
produces generations of
offspring

» Observations, more
generally, are discrete in
nature

+ Can we revisit, reframe
sequences in courses ?

o Difference Equations

o Modeling
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FIGURE 6. Percentage of deaths attributed to pneumonia
the 121 cities mortality reporting system during the 19!
seasons — United States

or influenza as reported from
94-95, 1995-96, and 1996-97
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*The seasonal baselineisthe expected percentage of deathsattributedto pneumoniaand influenza

during each week.

The epidemic threshold is 1.645 standard deviations above the seasonal baseline of deaths

attributed to pneumonia and influenza.
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Discrete Stochastic Population Growth
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Drug Delivery:
Uniform Dosing with Exponential Decay

dc c
@ x
with a dosing of ¢
on each interval of length T’ T
for a total of N intervals
sl

C(t) = Coe—l/r Concentration
How can you interpret 7?7 f

What does the value of T mean \

relative to that of 77? os |

Overcoming thresholds

Time

Exploration .




Limiting Behavior S

Both upper and lower concentration R \\\\\\\\\x

amounts for a given dosing period \
reach a limit over time: ' N

Geometric Sequences & Series T
Stable Equilibria

< \\\\xx\\\\\\\\\\\\\\\\\\
\\\\\ \\\\\
Observations

» Hybrid Model: Continuous & Discrete
 Limiting Behavior: Anticipated &
Verified by Geometric Series
» Complex Network of Interconnected
Systems
— Absorbed in Gut
— Mixes in the Blood Stream
— Tissues & Organs via Beating Heart
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Sleep — The Final Frontier

Oscillatory processes
with many time-scales:

* Circadian
24 hours Eéﬁ%..‘i‘? '
« Internal Sleep Structures
minutes-hours
* Neuronal Activity
milliseconds




Stages of sleep
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-- Spindles: 7-15 Hz
-- Delta: 1-4 Hz
--SlowOsc. .5-1 Hz

These sleep rhythms arise from interactions between cortical neurons
and two groups of cells within the thalamus: RE and TC cell.

THE DREAMING BRAIN

REM sleep produces a particular pattern of brain activity
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Sleep involves many parts of the brain

of

Forebrain areas key to the
Prefrontal cortex:

Anterior limbic structures:
la, anterior cingulate,
ventral striatum

Posterior cortices:
Inferior parietal
1 Visual asscciation

Thalamocortical
| control of NREM
ms;
EEG activation L
and deactivation |

7z

Origin and

of circadian rhythms

Hypothalamic nuclei: Hypothalamic nuclei:

* Suprachiasmatic * Ventrolateral preoptic
* Subparaventricular © Lateral

* Dorsomedial * Tuberomammillary

Basal forebrain

o
% “ Hippocampal-cortical
control of memory

consolidation

REM-NREM cycle

Mesopontine nuclei:
 Laterodorsal tegmental
* Pedunculopontine

Hobson, Nature Reviews Neuroscience 2002

There are Many Interactions to Generate the Sleep-Wake Cycle

b Sleep-wake control systems
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Sleep Models

Timing of sleep & wake
2-Process Model (Borbely)
Kronauer (circadian rhythm)

Thalamocortical sleep rhythms
Biophysical models for thalamic and cortical cells
Generation of EEG sleep-rhythms

Hypothalamic sleep/wake switch
Interactions of sleep-promoting and wake promoting
cell groups in hypothalamus & brainstem

Two-Process Model (Borberly)

Timing of sleep & wake determined by 2 processes:
* Circadian Pacemaker
» Sleep Homeostat

Vertical axis represents the build-up process of slow wave activity (SWA)

in the EEG during wake, & the decay of SWA during sleep

N\ U YN Fall asleep V4

\. / \‘_/ " /
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Time (hours)
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2-process model predicts effects of:

Sleep deprivation Naps
/ , : /

L

Sleep Simulations on the Web

Simulating the Two-Process Sleep Model

@ @ £ [@ hup//math jeccnets1 a/J5P/mmar jsp v | b + 5 -

BBC ESPN KCStar Wx NOAA 7-DayNOAA Storms Latest Headliness, WeBWorK JCCC SBMC [submission] MSRI - M*A*T*H: Ala.. TV ABET PREPO8 David Bressoud

Simulating the Two-Process Sleep Model
by Mike Martin and David Terman

This page allows you to vary parameters in the two-process sleep model. The equations are given by:

2y

_Ar
dsS, during sleep with d=¢ ~

A/

1-r (1-5.,) during wake with r=e /™

C(r) = A(0.97sinw(t - 1,)]+ 0.22sin[20(z - £,)]+ 0.07sin[30(z - £,)] + 0.03sin[4e(t - £,)] + 0.001sinSw(z - 1,)])

4 .c(t)=C(t)+n,. where n,=%(n,_l+N rand,.)

and rand; is a normal random variable with u=0, o =1

Note: Sleep initiated if S>H, +C
Wake initiated if S<L, +C
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Experiential Parameter Investigations
& Computations

000 Simulating the Two-Process Sleep Model

=

G-
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omrererew, .

Enter the value of the parameters below, then press Evaluate.

A=10.12
T=24
Ty=l42
T,=[182
1, =86
. =[0.67
L,=lo17
Ar=/0.0312!
s, =[oa
sleep = [True
Thinal =)72
noisy = |False
N=[0.022
Evaluate

References:

»
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NN The Hyperbolic Tangent -- A Sigmoidal Function

| < [ ¢ ||+ | @ htp://math.jccc.net:8180/webMathematica/MSP/mmartin/tanh 2(Qr ¢ e
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The Hyperbolic Tangent Function

On this page, you can vary the parameters in the hyperbolic tangent function. Once the parameters are set you can plot the function and its first and
second derivatives. Submit real values for all of the parameters. Use at your own risk as some parameter values may produce erroneous graphs, but
parameters consistent with the literature will work.

The hyperbolic tangent function may be writtten as

Bx _ a-Bx

£ (x) = tanh (B8x) - m

Hyperbolic Tange
B =2
i — — - 1stDerivative
mnx = -2
= 2
maxi - — - - 2nd Derivative
(Piat)
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Logistics: A Sigmoidal Function

Logistic Differential Equation

[« | ) (C) ( ;) v dynamic web tools logistic o C

- W

Most Visited ¥ BBC ESPN KCStar Wx NOAA 7-Day NOAA Storms Latest Headlines » WeBWorK JCCC SBMC [submission]

Google G 5 ® E- (- {9 Bookmarks v § Y Setting
Logistic Differential Equation
On this page, you can vary the parameters in a continuous logistic population model and see the results. Submit real
values for all of the parameters to obtain both an algebraic and a graphical solution of the differential equation.
& aN N 3000
g —ter(t)1—T N(¥)=W
100
@ r=29
K= 100 80
@ NO =30 &0
@ (solve ) 40
POWERED 8Y
I\\ ebMATHEMATICA * |
% -0.1 -005 ’ 005 01 015
Q (L] Match case
Done
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Logistics: A Sigmoidal Function

Logistic Differential Equation
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Logistic Differential Equation

On this page, you can vary the parameters in a continuous logistic population model and see the results. Submit real
values for all of the parameters to obtain both an algebraic and a graphical solution of the differential equation.

‘ aN [N __ 7000
= Ve \‘1 -=) NO =gt
; 100
@ r= 29
K= 100 80
Q NO= 70
@ (‘Solve ) 40
20
% -015 -01 -005 " 005 01
@ Find: (Q Y (Next | Previous O Highlight ai [_] Match case
Done
0O00 The Michaelis-Menten Equation (=)
(4 ) he ,E\ (?\> \/?\v L_| | http://math.jccc.net:8180/welpy v ) «» | voronoi nature tree canopies 7] Gl
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Coogle @ G (5~ ® - (A~ €9 Bookmarks v § Autolink $] AutoFill (@ settings ~

Avithmetic Discrete Math

Dynamic Web Tools | = =) | estra iconomery  prosavi & Sintsies

% Technical Applied
Department of Mathematics > { ; Calculus Biomathematics
§ Difierential Equations Miscellaneous
[Johnson County Community College 2004 ICTCM Excellence & Innovation Award

l" Michaelis-Menten Equation

by Mike Martin
v
2 This page generates a plot of the
A A' > Michaelis-Menten Equation 1x10-6
vg(s) =V.s / (Km +5)
I‘j 8x107
= Enter in values of V_, K, and the
m’ “'m
(! plotting bounds, then press the 6x107
"Evaluate" button.
vl
> p—— -7
v V_= 0.000001 4x10
m
y = ooy 1 -7
"’ K, = 0001 2x10
0 s s s 001 s
0002 0.004 0.006 0.008 001
AV
4’4 (Evaluate )

The Dynamic Web Too's site is managed by Mike Martin & Steve Wilson, with assistance from JCCC Computing Support Services.

© Find: (Q ) (Next_|_Previous Highlight (] Match case
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Enzyme Kinetics

Leonor Michaelis and Maude Lenora

Michaelis—Menten Kinetics
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Michaelis—Menten kinetics

From Wikipedia, the free encyclopedia
(Redirected from Henri-Michaelis-Menten kinetics)

Michaelis-Menten kinetics (occasionally also referred to as Michaelis-Menten—Henri kinetics) describes the kinetics of many enzymes. It is named after
Leonor Michaelis and Maud Menten. This kinetic model is relevant to situations where the concentration of enzyme is much lower than the concentration of
substrate (i.e. where enzyme concentration is the limiting factor), and when the enzyme is not allosteric.

Contents [hide]
1 History
2 Determination of constants
3 Reaction rateivelocity V.
4 Michaelis constant Kp,
5 Equation
6 Limitations
7 Equation optimization
8 References
9 Further reading
10 External links

History [edit)
The moder relationship between substrate and enzyme concentration was proposed in 1903 by Victor Henri.[!! A microscopic interpretation was thereafter
proposed in 1913 by Leonor Michaelis and Maud Menten, following earlier work by Archibald Vivian Hill. 2! It postulated that enzyme (catalyst) and substrate
(reactant) are in fast equilibrium with their complex, which then dissociates to yield product and free enzyme.

The current derivation, based on the quasi steady state imation (that the i of the i remain constant) was
proposed by Briggs and Haldane.®)

Determination of constants [edit)

To determine the maximum rate of an enzyme mediated reaction, a series of experiments is carried
out where the substrate concentration ((S]) is increased until a constant initial rate of product
formation is achieved. This is the maximum velocity (Vinax) of the enzyme under the conditions of
the experiment. In this state, enzyme active sites are saturated with substrate.

Reaction rate/velocity V [edit)

Reaction rate

The reaction rate V is the number of reactions per second catalyzed per mole of the enzyme. The
reaction rate increases with il ing substrate ion [8], i ing the
maximum rate Vpnay. There is therefore no clearly-defined substrate concentration at which the
enzyme can be said to be saturated with substrate. A more appropriate measure to characterise an o 1000 2000 3000 a000
enzyme is the substrate concentration at which the reaction rate reaches half of its maximum value Substrate concentration

16



Models of Growth

Models for Growth with Saturation

. ® G-
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Comparing Models of Growth

by Mike Martin and Helen Byrne

This page allows you to analyze solutions to three different models. Each of the models start with a given differential equation and initial
condition. The differential equations themselves have built-in assumptions and an analysis of their solutions relative to the observed
phenomena will help to validate (or not) the model themselves. Here are the three differential equations and initial condition and their

Wx NOAA 7-Day NOAA Storms JCCC  SBMC [submission]

respective solutions:

%:kN with N@©)=N, = N(t)=Nje"

»

a a
N _ ko 1-(—) with N(@©)=N, = N(1) =6 N,
dt a N%+ (0" —N:’)e"‘
Done
Exponentials, Sigmoids,
& Points of Inflection
Model Comparisons
,!
12 +
=l .rl
=l. b | [ R R R R
= | T S o=
6= :.o f e e ol
N,=[0.1 08 ! — -
Yinitial = |0 // rd
Yinat = 150 06 /f v %
Evaluate 04 / g A <
//// ///
02 // i ]
LT
0 20 20 60 80 100 120 140
References:
Byrme, H., Cancer Modeling and Simulation, Chapman & Hal/CRC, Boca Raton, FL, 2003.

17



John F. Martin 2002-

Excitable Media
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Dendkitic Jree

Excitability —>

Action Potentials

» Neurons

— Networks

— Variability

— lon Channel Gating
» Other Cells

Alan Lloyd Hodgkin Andrew Fielding Huxley
1914-1998 1917- 35

Nobel Prize 1963
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Basic Elements of Neural Dynamics

Voltage-gated potassium Low potassium
channel that opens High sodium
slowly when potential

exceeds resting potential

Voltage-'gated blocking Voltage-gated sodium channel
mechanism blocks ghannel opens quickly when potential
slowly when potential exceeds threshold

exceeds resting potential
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Fitzhugh-Nagumo — A Simple Construction

Cell potential can be scaled to more convenient values
Let v represent this potential & abide by the following:
v=0 resting potential ofi;”dt
V= a«a threshold potential
v=1 potential with Na* channels open

Small deviations above the
resting potential are not

amplified and the potential
returns to rest

If cell potential raised above
threshold a cell moves to higher 0.1

potential found when Na* channels open dv
Z=—v(v—a)(v—l) O<a<l

38

Effects of Constant Applied Current

So far we have considered a resting cell receiving a single pulse of
positively charged ions; now consider giving the cell a constant input of
ions
The current describes the rate at which ions enter the cell and is therefore
proportional to the derivative of the potential

If the current applied is /,,,, we add /,,, to the rate of change of potential
and obtain a more general form of the Fitzhugh-Nagumo equations

% = —v(v - oc)(v —1) -w+l,
%V =e(v-yw)

The v-nullcline is shifted up by /,,, units

The w-nulicline is unchanged

PP

39
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Math Tools on the Web

On this page, you can vary the parameters in the Morris-Lecar system of diffferential equations. Submit real values for all of the parameters to obtain graphical solutions of the system as
functions of time and in the phase plane. Nullclines (or isoclines) are plotted in the phase plane. A numeric solution on the interval [0, 77 is produced using Mathematica's numerical ODE
solver, NDSolve. Initial values for both the potential, v, and recovery, w, must be input.

The Morris-Lecar equations may be written:
av Vv+1
e gg =22 (1+tanh (1—5)) (V-100) - 8W (V+70) -2 (V+50) + Iy

aw v v
& _0.020cosh (—) (1+tanh (—) -2w)
at 60 30

Recovery
Potential |
0| [ ; 1 e
=R i
e=m T % @ @ @ mo ;
T =100 . \ ! 08
\ 4
Tapp =0 _40 \\ '
v (0) =|10 _60 —_— ! 06
w (0) =)o i

Potential

40 T80

Figure 1.1.5: The function y =
(solid) and b = 4 (dashed)

1 .
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\ '~
\ =
Yos| T
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Y
~
\\
0 ===
0 1 2
t

Figure 1.1.3: The function y = e*, with k = 0.5 (dash-dot), k = 1 (solid) and k = 2 (dashed),
showing the points (7', 0.5)
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